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ABSTRACT

Marker-assisted selection (MAS) has been shown, in theory, to produce greater selection gains than phenotypic selection for normally distributed quantitative traits. Theory is presented in this paper for estimating the probability of selecting one or more superior genotypes by MAS (PrMAS). This parameter was used to estimate the cost efficiency of MAS relative to phenotypic selection (Ec). PrMAS and Ec are functions of heritability (h²), heritability of a MAS index (hi), the phenotypic selection threshold (t), the genotypic superiority threshold (g), and p = aG/aM, where aG is additive genetic variance associated with markers and aM is additive genetic variance. hi increases as p increases. Heritability can be increased to 1.0 by increasing p to 1.0; however, estimated marker effects (p) and true quantitative trait locus effects (g) must be perfectly correlated to achieve this in practice. PrMAS increases throughout the range of p when i = g, decreases as g increases, and increases as i increases for most p. The frequency of superior genotypes among selected progeny increases as selection intensity increases. Ec ranged from 1.0 to 16.7 for i and g from 1.282 to 2.326, h² from 0.1 to 1.0, and p from 0.0 to 1.0; thus, a breeder using phenotypic selection must test 1.0 to 16.7 times more progeny than a breeder using MAS to be assured of selecting one or more superior genotypes. Ec increases as g or i increase and h² decreases and increases as p increases when i = g. Ec predicts that MAS substantially decreases the resources needed to accomplish a selection goal for a low to moderate heritability trait when the selection goal and the selection intensity are high.

The probability of selecting superior genotypes is low for low to moderate heritability (h²) traits (Robson et al., 1967; Johnson, 1989). Plant breeders cope with this problem by producing and testing progeny from numerous crosses, using low selection intensities, using replicated testing, testing advanced generations, and using recurrent selection (either truly cyclic population improvement schemes or “second generation” crosses between “suboptimum” inbred lines) (Hallauer and Miranda, 1981). Marker-assisted selection (MAS) has emerged as a strategy for increasing selection gains (Dudley, 1993; Lande and Thompson, 1990; Lande, 1992; Knapp, 1994a). Although the gains from marker-assisted index selection are theoretically greater than the gains from phenotypic selection (Lande and Thompson, 1990), quantitative trait locus (QTL) and MAS index parameter estimation errors, genetic drift, and disequilibrium between selected and unselected QTL can reduce the gains from MAS and may lead to lower selection gains for MAS than for phenotypic selection, particularly in long range or recurrent selection experiments (Beavis, 1994, 1997; Bulmer, 1971; Dudley, 1993; Gimelfarb and Lande, 1994a,b, 1995; Knapp et al., 1993; Knapp, 1994b; Lande and Thompson, 1990; Lande, 1992; Zhang and Smith, 1992, 1993).

MAS should be most effective in the early generations of selection among progeny from crosses between inbred lines (Lande, 1992; Stromberg et al., 1994). Heritabilities are usually lowest (because replications are limited and experimental units tend to be small) and linkage disequilibrium is greatest in these generations (Falconer, 1981). The paradox is that the power for mapping QTL decreases as heritability decreases and is lowest for traits where MAS has the greatest theoretical impact (Lande and Thompson, 1990; Lande, 1992). The accuracy of QTL and MAS index parameter estimates can be low when heritability is low and samples are small (Beavis, 1994, 1997; Gimelfarb and Lande, 1995). This problem is not unique to early generation MAS. Early generation phenotypic selection is seldom strongly advocated in crop plants despite the theoretical drawbacks of delaying selection (Geiger, 1984; Snape and Simpson, 1984; Sneep, 1977, 1984; Weber, 1984). Selection is frequently delayed to later generations because heritabilities and the statistical accuracy of progeny mean estimates tend to increase as the number of replications, generations, sites, and years of testing increase.

Selecting in the early generations of a pedigree breeding program poses special problems (Geiger, 1984; Snape and Simpson, 1984). Seed supplies are often limited and the chance of advancing superior genotypes through the early generations (F3 and F4) is low for some traits. Mean performance across sites and years is often poorly estimated from F2 and F3 phenotypic observations, and these observations may be from less than optimum experimental units (hills or small plots). Limited resources, however, dictate either discarding a large fraction of lines early or delaying selection until the F4 or later and testing fewer progeny in the process. The second strategy forces breeders to distribute resources to a smaller number of progeny tested across a larger number of generations, sites, and years (Geiger, 1984; Snape and Simpson, 1984). The trade-off is between producing more accurate estimates of progeny means versus sampling a larger number of progeny per cross.

Although organisms, traits, and circumstances differ greatly, there are two universal sampling problems in breeding programs. First, enough progeny must be tested and selected to ensure that at least one has a superior genotype (is fixed for more favorable alleles than the parents or has a genotypic mean exceeding
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a genotypic superiority threshold selected by the breeder). When the heritabilities of the selected traits are low or moderate and small samples of progeny are tested, the probability of selecting an outstanding genotype is very low (Robson et al., 1967; Johnson, 1989). Second, selected progeny are mixtures of inferior and superior genotypes. The frequency of inferior genotypes in a selected sample of progeny increases as heritability decreases (Robson et al., 1967). The usual strategy for sorting superior from inferior genotypes is “advanced testing.” The problem with advanced testing strategies is that the most outstanding genotypes are often not selected in early generations when heritabilities are low or samples are small or both and thus are not present among progeny selected for advanced testing.

Robson et al. (1967) described methods for estimating the frequency of superior genotypes in samples of progeny (superior phenotypes) selected for normally distributed quantitative traits using phenotypic selection. This study highlighted some of the dilemmas faced by breeders selecting for low to moderate heritability traits. First, very large samples are often needed to ensure the presence of one or more superior genotypes in the selected sample. Plant breeders seldom test enough progeny from one cross to be assured of retaining outstanding genotypes when heritabilities are low (Johnson, 1989). Second, large numbers of progeny must be selected (low selection intensities must be used) to ensure the presence of one or more superior genotypes in the selected sample. Even when low selection intensities are used, the most outstanding genotypes produced by a cross might not be present in the selected sample when heritability is low and samples are small (Robson et al., 1967; Johnson, 1989). With unlimited resources, breeders would (i) delay selection until sufficient testing had been done to identify, with some degree of accuracy, the most outstanding genotypes from each cross and (ii) test a sufficient number of progeny to ensure the presence of one or more superior genotypes among the selected progeny.

If breeders had tools to increase heritability cost effectively, then breeding program throughputs and efficiency could be greatly increased by testing fewer progeny per cross, culling inferior progeny early, and using higher selection intensities. The problem with implementing MAS, apart from QTL parameter estimation errors, is the cost difference between molecular marker and phenotypic assays for most traits. This difference should steadily decrease as the technology advances (Perlin et al., 1995; Schwengel et al., 1994; Vos et al., 1996), and advances in the technology should increase the merit of MAS as a strategy for increasing heritability. Theory is presented in this paper for calculating (i) the heritability of a MAS index ($h^2_i$), (ii) the probability of selecting one or more superior genotypes by MAS ($Pr_{MAS}$), and (iii) the efficiency of MAS relative to phenotypic selection ($E_r$) for normally distributed quantitative traits. One of my primary aims was to compare the number of progeny a breeder needs to test to be assured of selecting one or more superior genotypes when using phenotypic or marker assisted index selection. By comparing these numbers and the cost per experimental observation, breeders can calculate the difference in cost between phenotypic and marker assisted index selection. Additionally, these numbers can be used as the basis for planning QTL mapping and selection experiments.

**THEORY**

**Heritability of the MAS Index**

Lande and Thompson (1990) described an optimum index for selecting individuals or lines (families) for a normally distributed quantitative trait. This index is a weighted sum of phenotypic and marker scores, with weights calculated as per an optimum selection index (Hazel, 1943; Smith, 1936). The vector of index scores for one trait is estimated by $I = b_p x + b_M n$, where

$$b = P^{-1}Gd = \begin{bmatrix} b_p \\ b_M \end{bmatrix}$$

is a vector of index weights, $x$ is an $N \times 1$ vector of phenotypic scores, $m = \Sigma d_0 n_i$ is an $N \times 1$ vector of marker scores, $N$ is the number of progeny tested, $d_0$ is the additive effect of the $k$th marker locus, $n_i$ is the number of favorable alleles at the $k$th marker locus,

$$b_p = \frac{\sigma^2_G - \sigma^2_M}{\sigma^2_p - \sigma^2_M} = \frac{1 - p}{1/h^2 - p}$$

is the index coefficient for phenotypic scores,

$$b_M = \frac{\sigma^2_M}{\sigma^2_p - \sigma^2_M} = \frac{1/h^2 - 1}{1/h^2 - p}$$

is the index coefficient for marker scores, $\sigma^2_G$ is the additive genetic variance between individuals or lines, $\sigma^2_p$ is the phenotypic variance between individuals or lines, $\sigma^2_M$ is the additive genetic variance associated with marker loci, $p = \sigma^2_p/\sigma^2_G$ is the proportion of the additive genetic variance associated with markers, $h^2 = \sigma^2_G/\sigma^2_p$ is the heritability,

$$P = \begin{bmatrix} \sigma^2_p & \sigma^2_M \\ \sigma^2_M & \sigma^2_M \end{bmatrix}$$

is the phenotypic variance-covariance matrix,

$$G = \begin{bmatrix} \sigma^2_G & \sigma^2_M \\ \sigma^2_M & \sigma^2_M \end{bmatrix}$$

is the genotypic variance-covariance matrix, and

$$d = \begin{bmatrix} d_p \\ d_M \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$

is the economic weight vector (Lande and Thompson, 1990).

The heritability of the optimum index for two or more normally distributed quantitative traits is

$$h^2_i = \frac{b_p' G b_p}{b_p' P b_p}$$

(Lin and Allaire, 1976). The heritability of the MAS index for a normally distributed quantitative trait is

$$h^2_i = \frac{b_p' G b_p}{b_p' P b_p} = \frac{\sigma^2_G}{\sigma^2_p - \sigma^2_M} + \frac{\sigma^2_M}{\sigma^2_p - \sigma^2_M} + \frac{\sigma^2_M (\sigma^2_p - \sigma^2_G)}{\sigma^2_p - 2\sigma^2_M + \sigma^2_M (1 - h^2)}$$

$$= \frac{1}{1/h^2 - p} + \frac{p}{p - 1/h^2} + \frac{p(1 - h^2)}{h^2 - 2p h^2 + p}$$

[2]
where $b, P, \text{ and } G$ are from Eq. [1]. The calculations shown in this paper use Eq. [2] and apply to virtually any selection scheme (e.g., individual, family, or line selection) for a normally distributed quantitative trait. Although the experimental and genetic definitions of $\sigma_{g}^{2}, \sigma_{p}^{2}, \text{ and } \sigma_{i}^{2}$ change as breeding schemes (e.g., individual versus family selection and pedigree versus half-sib family selection) and experiment and environment designs (Falconer, 1981; Wricke and Weber, 1986) change, the calculations shown in this paper depend on $h^2$ and $p$ (not on the magnitudes of $\sigma_{g}^{2}, \sigma_{p}^{2}, \text{ and } \sigma_{i}^{2}$) and can be applied to any breeding scheme or mating design where selection on the MAS index can be used (Lande, 1992). All of the calculations directly compare the choice between selecting on phenotypic versus MAS index scores for samples of progeny produced by the same mating, experiment, and environment designs.

Segregating populations were simulated to illustrate principles underlying the theoretical calculations and the theoretical impact of MAS on genotypic effect ($G_i$) distributions. Five hundred progeny were simulated for factorial combinations of $p = 0.0, 0.2, 0.4, 0.6, 0.8,$ and $1.0$ by $h^2 = 0.1, 0.2, 0.5$ for a normally distributed quantitative trait (one sample was simulated for each $h^2$ and $p$ combination). Genotypic effects ($G_i$) and non-genotypic ($E_i$) effects were simulated with the RANNOR function of SAS (1985) and summed to produce phenotypic effects ($I_i = G_i + E_i$). The expected variances supplied to the RANNOR function were calculated for each $p$ and $h^2$ by setting $\sigma_{g}^{2} = 1$ and finding $\sigma_{i}^{2}$ with Eq. [2], where $\sigma_{i}^{2} = \sigma_{g}^{2} + \sigma_{p}^{2}$ and $\sigma_{g}^{2}$ is the non-genetic variance. Random seed numbers were supplied to RANNOR for each sample.

The Probability of Selecting Superior Genotypes

The probability of selecting at least one progeny with a genotypic value ($G_i$) greater than $g^*$ among progeny with phenotypic values ($X_i$) greater than $x$ is

$$Pr_{ps} = Pr\{G_i > g^*|X_i > x\} = \frac{1}{1 - \Phi(x)} \int_{x}^{\infty} \Phi \left( \frac{hz - g}{\sqrt{1 - h^2}} \right) d\Phi(z),$$

where $x^*$ is the phenotypic selection threshold, $g^*$ is an unobserved genotypic superiority threshold, $x = (x^* - \mu)/\sigma_p$, $g = (g^* - \mu)/\sigma_g$. $\Phi$ is the standard normal cumulative distribution function, and $\Phi(x)$ is the area under a standard normal distribution below $x$ (Robson et al., 1967). Robson et al. (1967) tabulated $Pr_{ps}$ for several $g^*, x^*$, and $h^2$. $Pr_{ps}$ reduces to $[1 + \Phi(y)]/2$ for $h^2 = 0.5$ and $g = 0$, but must be numerically integrated for other $g$ and $h^2$.

The number of progeny a breeder needs to test to be 100(1 - $c$)% certain of selecting at least one superior genotype using phenotypic selection is

$$n_{ps} = \frac{\log_{10}(c)}{\log_{10}(1 - Pr_{ps}(1 - \Phi(x)))}$$

where $(1 - c)$ is the assurance probability. This probability sets the number of samples greater than or equal to $n_{ps}$ that should produce one or more superior genotypes, e.g., 99 out of 100 samples greater than or equal to $n_{ps}$ should have one or more superior genotypes when $c = 0.01$.

The probability of selecting at least one progeny with a genotypic value ($G_i$) greater than $g^*$ among progeny with MAS index values ($I_i$) greater than $i^*$ is

$$Pr_{mas} = Pr\{G_i > g^*|I_i > i^*\} = \frac{1}{1 - \Phi(i)} \int_{i}^{\infty} \Phi \left( \frac{hz - g}{\sqrt{1 - h^2}} \right) d\Phi(z),$$

where $i = (i^* - \mu)/\sigma_i$. $\Phi(i)$ is the area under a standard normal distribution below $i$, and $i^*$ is the MAS index selection threshold. This probability was found by substituting Eq. [2] for $h^2$ in Eq. [3]. The number of progeny a breeder needs to test to be 100(1 - $c$)% certain of selecting at least one superior genotype using MAS is

$$n_{mas} = \frac{\log_{10}(c)}{\log_{10}(1 - Pr_{mas}(1 - \Phi(i)))}$$

The efficiency of MAS relative to phenotypic selection can be estimated by

$$E_i = n_{ps}/n_{mas} = \frac{\log_{10}(1 - Pr_{mas}(1 - \Phi(i)))}{\log_{10}(1 - Pr_{ps}(1 - \Phi(x)))}$$

$E_i$ can be used to assess whether or not MAS is a cost efficient for a specific breeding problem by comparing the cost per observation for phenotypic ($c_{PS}$) and marker ($c_{MAS}$) assays along with $n_{ps}$ and $n_{mas}$ e.g., if the cost per observation is ten times greater for MAS than for phenotypic selection ($c_{MAS}/c_{PS} = 10$) and $E_i = 5$, then phenotypic selection is twice as cost efficient as MAS ($c_{MAS}/c_{PS}/(n_{ps}/n_{mas}) = 10/5 = 2$) even though phenotypic selection requires five times as many progeny as MAS ($E_i = 5$) to achieve the same breeding goal. Although $n_{ps}$ and $n_{mas}$ depend on the assurance probability $(1 - c), E_i$ is not affected by this variable and can be calculated by varying $h^2$, $p$, $x$, $i$, and $g$ alone.

The calculations shown in this paper were done with the INTEGRATE function of Mathematica (Wolfram, 1989). $Pr_{ps}$ and $Pr_{mas}$, $n_{ps}$ and $n_{mas}$, and $E_i$ were calculated for factorial combinations of three genotypic superiority thresholds ($g = 1.282, 1.645,$ and $2.326$), three phenotypic selection thresholds $(x = 1.282, 1.645,$ and $2.326)$ or index selection thresholds $(i = 1.282, 1.645,$ and $2.326)$, $p$ between 0.0 and 1.0, and $h^2$ between 0.1 and 1.0. The thresholds 1.282, 1.645, and 2.326 are truncated points for the upper 10, 5, or 1%, respectively, of the phenotypic, MAS, and genotype distributions. The same selection intensities were used for MAS and phenotypic selection ($x = i$). $n_{ps}$ and $n_{mas}$ were calculated with assurance probabilities $(1 - c)$ of 0.80, 0.90, 0.95, 0.99 and 0.999.

RESULTS

Heritability of the MAS Index

The heritability of the MAS index ($h_i^2$) was calculated for $p$ from 0.0 to 1.0 and heritability ($h^2$) ranging from 0.0 to 1.0. The heritability ($h_i^2$) is the additive genetic variance associated with markers and $\sigma_{i}^{2}$ is the additive genetic variance.

Fig. 1. Heritability of the MAS index ($h_i^2$) for $p = \sigma_{ij}/\sigma_{i}^{2}$ ranging from 0.0 to 1.0 and heritability ($h^2$) ranging from 0.1 to 1.0, where $\sigma_{ij}$ is the additive genetic variance associated with markers and $\sigma_{i}^{2}$ is the additive genetic variance.
ranging from 0.1 to 1.0 (Fig. 1). When MAS is not used, \( p = 0 \) and the heritability of the index reduces to the heritability for phenotypic selection \( (h^2_I = h^2 = \sigma^2_I/\sigma^2_P) \) (Fig. 1). \( h^2_I \) increases as \( p \) increases when \( h^2 < 1 \) and can, in theory, be increased to 1.0 by increasing \( p \) to 1.0. Most of the heritability increase produced by the MAS index accrues between 0.0 < \( p < 0.5 \) for low to moderate heritability traits (0.0 < \( h^2 < 0.7 \)) (Fig. 1). The effect of \( p \) on \( h^2_I \) is non-linear and increases as \( h^2 \) decreases (Fig. 1). The non-linearity and \( h^2_I \) by \( p \) crossover interaction is caused by the effects of the index weights (Fig. 1). The ranges of the index weights are \( h^2 \leq b_P \leq 0 \) and \( (1-h^2) \leq b_M \leq 1 \) for \( 0 \leq p \leq 1 \), where \( b_P \) decreases, whereas \( b_M \) increases as \( h^2 \) decreases. When the heritability of one trait is greater than the heritability of another trait and \( p \) is the same for both traits, \( h^2_I \) is greater for the trait with the lower heritability (Fig. 1).

**The Probability of Selecting Superior Genotypes**

\( P_{\text{MAS}} \) plots are shown for factorial combinations of \( g \) and \( i \) for three heritabilities (Fig. 2). \( P_{\text{MAS}} \) increases to 1.0 as \( p \) increases for every \( h^2 \), \( i \), and \( g \) and rapidly reaches 1.0 for some \( p \), \( h^2 \), \( i \), and \( g \) (Fig. 2). \( P_{\text{MAS}} \) increases as selection intensity increases (\( i \) increases) for most \( p \). The frequency of superior genotypes increases among the selected progeny as selection intensity increases. \( P_{\text{MAS}} \) decreases as the genotypic superiority threshold (\( g \)) increases. The probability of selecting a superior genotype is greater, for example, when the goal is to select a genotype from the upper 10% versus the upper 1% of the genotypic distribution.

\( P_{\text{MAS}} \) increases throughout the range of \( p \) when \( i = g \) (Fig. 2). \( P_{\text{MAS}} \) increases to 1.0 as \( p \) increases to 1.0 when \( i \geq g \), but plateaus below 1.0 when \( i < g \). The maximum \( P_{\text{MAS}} \) is \([\Phi(g)]/[\Phi(i)]\). The percentage of superior genotypes in the selected sample never exceeds this maximum; thus, the phenotypic selection threshold (\( i \)) must be greater than or equal to the genotypic superiority threshold (\( g \)) for \( P_{\text{MAS}} \) to reach 1.0, e.g., when \( g = 2.236 \) and \( i = 1.282 \), the frequency of superior genotypes in the selected sample cannot exceed \([\Phi(g)]/[\Phi(i)] = 0.01/0.10 = 0.10 (10\%)\). \( P_{\text{MAS}} \) rapidly reaches this threshold as \( p \) increases when heritability is low and \( i < g \) (Fig. 2).
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**Fig. 2.** The probability of selecting one or more superior genotypes using phenotypic selection (\( p = 0 \)) or marker-assisted index selection (\( p > 0 \)) for a normally distributed quantitative trait. Probabilities are shown for three MAS index selection thresholds, \( i = 1.282 \) (dotted lines), \( i = 1.645 \) (solid lines), and \( i = 2.326 \) (dashed lines), three genotypic superiority thresholds, \( g = 1.282 \) (upper row), \( g = 1.645 \) (middle row), and \( g = 2.326 \) (lower row), and three heritabilities, \( h^2 = 0.1 \) (left column), \( h^2 = 0.2 \) (middle column), and \( h^2 = 0.5 \) (right column), where \( p = \sigma^2_M/\sigma^2_P \), \( \sigma^2_M \) is the additive genetic variance associated with markers, \( \sigma^2_P \) is the additive genetic variance, \( g \) is the genotypic standard deviation, and \( i \) is the MAS index standard deviation.
The frequency of superior genotypes among the selected progeny is greater for MAS than for phenotypic selection for most \( h^2 \), \( p \), \( g \), and \( i \) (Fig. 2). The differences between phenotypic selection and MAS are most dramatic for low heritability traits, high selection intensities, and high genotypic superiority thresholds. The differences can still be dramatic for moderate heritabilities and modest selection goals.

### The Efficiency of MAS Relative to Phenotypic Selection

Efficiency plots are shown for factorial combinations of \( g \) and \( i \) for three heritabilities (Fig. 3). \( E_c \) ranged from 1.0 to 16.7 for \( i \) from 1.282 to 2.326, \( g \) from 1.282 to 2.326, \( h^2 \) from 0.1 to 1.0, and \( p \) from 0.0 to 1.0. Efficiency increases as \( h^2 \) decreases independent of \( i \) and \( g \) and as \( p \) increases when \( i = g \) (Fig. 3). The efficiency maximums for \( i \neq g \) are less than for \( i = g \). Setting the selection intensity lower than the genotypic selection threshold \( (i < g) \) is less efficient than setting \( i = g \) because the frequency of inferior genotypes in the selected fraction increases as \( i \) decreases (Fig. 3). Conversely, setting the selection intensity higher than the genotypic selection threshold \( (i > g) \) is less efficient than setting \( i = g \) for some \( p \) because \( i \) affects the speed with which \( Pr_{MAS} \) reaches 1.0. \( E_c \) plateaus once \( Pr_{MAS} \) reaches 1.0 (Fig. 3).

The effect of selection intensity on \( E_c \) decreases as the genotypic superiority threshold \( (g) \) decreases for most \( h^2 \) (Fig. 3). MAS is most efficient when breeders use high selection intensities (e.g., select progeny from the upper 1% of the population) and set high selection goals (e.g., require that the experiment produce at least one selection from the upper 1% of the genotypic distribution). Selection intensity must be increased to exclude inferior genotypes when heritability is increased by using MAS. Low selection intensities must be used when heritabilities are low because high selection intensities will frequently exclude the most outstanding genotypes.

Some of the principles underlying the efficiency calculations are illustrated in a series of plots showing the genotypic and phenotypic \((p = 0)\) or MAS index \((p > 0)\) effect distributions for simulated segregating populations for low to moderate heritability traits \((h^2 = 0.1, 0.2, \text{and } 0.5)\) (Fig. 4–6). The most outstanding genotypes (those with the highest genotypic values) in the samples for the 10 or 20% heritability traits would not be selected by phenotypic selection alone \((p = 0)\), whereas the most outstanding genotypes in all of the MAS samples \((p > 0)\) would almost certainly be selected. The phenotypic ranks of the top three genotypes in the phenotypic selection samples were 479, 57, and 67 for \( h^2 = 0.1 \) (Fig. 4), 241, 11, and 88 for \( h^2 = 0.2 \) (Fig. 5), and 87, 3, and 28 for \( h^2 = 0.5 \) (Fig. 6). The top ranking genotype would not be selected from the sample for the 10% heritability trait without retesting the whole population, would only be selected from the sample for the 20% heritability trait by keeping nearly 50% of the progeny for addi-

---

**Fig. 3.** The efficiency \( (E_c = n_{PS}/n_{MAS}) \) of marker-assisted index selection relative to phenotypic selection for a normally distributed quantitative trait for three MAS index selection thresholds, \( i = 1.282 \) (dotted lines), \( i = 1.645 \) (solid lines), and \( i = 2.326 \) (dashed lines), three genotypic superiority thresholds, \( g = 1.282 \) (upper row), \( g = 1.645 \) (middle row), and \( g = 2.326 \) (lower row), and three heritabilities, \( h^2 = 0.1 \) (left column), \( h^2 = 0.2 \) (middle column), and \( h^2 = 0.5 \) (right column), where \( p = \sigma_i^2/\sigma_G^2 \), \( \sigma_G^2 \) is the additive genetic variance associated with markers, \( \sigma_i^2 \) is the additive genetic variance, \( g \) is the genotypic standard deviation, and \( i \) is the MAS index standard deviation.
tional testing, and would only be selected from the sample for the 50% heritability trait by keeping 17% of the progeny for additional testing. The second ranking genotypes from the samples for the 20 and 50% heritability traits, however, would be selected with high selection intensities (2.0 and 0.4%, respectively).

Suppose the upper 10% of the progeny (50 of 500) are selected by phenotypic selection (p = 0). Fourteen, eight, and one progeny are from the upper 10, 5, and 1%, respectively, of the genotypic distribution for $h^2 = 0.1$ (Fig. 4), 12, eight, and two progeny are from the upper 10, 5, and 1%, respectively, of the genotypic distribution for $h^2 = 0.2$ (Fig. 5), and 20, 11, and three progeny are from the upper 10, 5, and 1%, respectively, of the genotypic distribution for $h^2 = 0.5$ (Fig. 6); thus, most of the selected progeny (30 to 49 of 50) are inferior when progeny are selected by phenotypic scores alone and $h^2$ ranges from 0.1 to 0.5. These examples illustrate two problems: the most outstanding (the top ranking) genotypes are not selected and a significant fraction of the progeny carried forward for additional testing are inferior when heritabilities are low, e.g., when the goal is to select a line from the upper 1% of the genotypic distribution and the upper 10% of the phenotypes are selected, 94 to 98% of the selected progeny are inferior when $h^2$ ranges from 0.1 to 0.5.

The outcome of selection can be enhanced by using a MAS index, even when only a modest proportion of the additive genetic variance is associated with markers (Fig. 4–6). This is illustrated by the dramatic changes in the index (phenotypic) distributions between $p = 0.0$ and $p = 0.2$ (Fig. 4–6). The observed heritabilities increased from $h^2 = 0.112$ for $p = 0.0$ to $h^2 = 0.769$ for $p = 0.2$ in the samples simulated for a 10% heritability trait (Fig. 4) and from $h^2 = 0.184$ for $p = 0.0$ to $h^2 = 0.691$ to for $p = 0.2$ in the samples simulated for a 20% heritability trait (Fig. 5). The genotypic ranks of the upper 1% (5 of 500) of the progeny selected with MAS index scores with $p = 0.20$ were one, 8, 7, 4, and 31 for the $h^2 = 0.1$ trait (Fig. 4), one, two, five, 11, and 21 for the $h^2 = 0.2$ trait (Fig. 5), and one, five, 11, 21, and 92 for the $h^2 = 0.5$ trait (Fig. 6). The top ranking genotypes are the top ranking phenotypes in these samples and would be selected with any selection intensity.

Fig. 4. Genotypic ($G_j$) and MAS index ($I_j$) effects for samples of 500 progeny simulated for a trait with $h^2 = 0.1$ for phenotypic selection ($p = 0$) and marker-assisted selection ($p = 0.2$ to 1.0 by 0.2). The estimated heritabilities ($h^2$) for the samples simulated using $p = 0.0$, 0.2, 0.4, 0.6, 0.8, and 1.0 samples were 0.112, 0.769, 0.921, 0.967, 0.992, and 1.0, respectively.
Fig. 5. Genotypic ($G_j$) and MAS index ($I_j$) effects for samples of 500 progeny simulated for a trait with $h^2 = 0.2$ for phenotypic selection ($p = 0.0$) and marker-assisted selection ($p = 0.2$ to 1.0 by 0.2). The estimated heritabilities ($\hat{h}^2$) for the samples simulated using $p = 0.0$, 0.2, 0.4, 0.6, 0.8, and 1.0 samples were 0.184, 0.691, 0.875, 0.928, 0.992, and 1.0, respectively.

**MAS Reduces the Resources Needed for Progeny Testing**

$n_{PS}$ and $n_{MAS}$ are affected by the assurance probability $(1 - c)$. $c$ must be chosen by the breeder (along with $g$ and $i$) when calculating $n_{PS}$ and $n_{MAS}$. $n_{PS}$ and $n_{MAS}$ increase as $(1 - c)$ increases (Table 1). When the heritability of the selected trait is 10%, the goal is to select one or more progeny from the upper 1% of the genotypic distribution ($g = 1.282$), and the upper 10% of the phenotypes ($i = 1.282$) are selected, twice as many progeny (203 versus 102) must be tested from each cross to be 99 as opposed to 90% certain of selecting one or more superior genotypes; thus, the choice of $c$ affects how resources are allocated within and between crosses in a breeding program (Table 1). Although the means and variances of crosses vary, the overall frequency of superior genotypes in a breeding program is bound to be similar for different resource allocation strategies unless a preponderance of the crosses are inferior (have lower means and variances). Under such circumstances, breeding program resources would be disproportionately allocated to inferior progeny. Most breeders distribute risk across crosses because they lack a basis for confidently choosing between crosses (Dudley, 1984; St. Martin et al., 1996). If the merits of crosses are greatly different and there is a sound basis for choosing the most promising crosses, then the most efficient strategy is to concentrate resources on fewer crosses with more progeny per cross because this increases the probability of selecting superior genotypes (Table 1).

The effect of $p$ on $n_{MAS}$ was assessed by an assurance probability of 99% (Table 2). Substantially fewer progeny are needed for MAS ($n_{MAS}$) than for phenotypic selection ($n_{PS}$) to reach the same selection goal for most $p$, $g$, $i$, and $h^2$ (Table 2). $n_{MAS}$ rapidly plateaus for many $g$, $i$, and $h^2$, changes most dramatically in the range $0.0 < p < 0.4$, and does not plateau for high $i$ and $g$. MAS typically requires many fewer progeny than phenotypic selection to reach the same selection goal even when a small fraction of the additive genetic variance is associated with markers.

$n_{PS}$ and $n_{MAS}$ are profoundly affected by the goal of the breeder; e.g., when progeny are selected from the upper 10% of the phenotypic distribution for a trait with $h^2 = 0.1$, 71 progeny must be tested to be 80% certain of selecting one or more progeny from the upper 10% of the genotypic distribution, while 498 progeny must be tested to be 80% certain of selecting one or more progeny from the upper 1% of the genotypic distribution (Table 1). The former requires selecting 7 of 71 progeny, whereas the latter requires selecting 50 of 498 progeny (Table 1). Chances are that none of the geno-
Fig. 6. Genotypic ($G_j$) and MAS index ($I_j$) effects for samples of 500 progeny simulated for a trait with $h^2 = 0.5$ for phenotypic selection ($p = 0$) and marker-assisted selection ($p = 0.2$ to 1.0 by 0.2). The estimated heritabilities ($\hat{h}^2$) for the samples simulated using $p = 0.0, 0.2, 0.4, 0.6, 0.8$, and 1.0 samples were 0.475, 0.668, 0.798, 0.859, 0.974, and 1.0, respectively.

types in the first sample (7 of 71) would have genotypic means $2.326 \sigma_G$ greater than $\mu$ ($Pr_{\text{MAS}} \cdot 7 = 0.032 \cdot 7 = 0.224$), but one or more ($0.224 \cdot 7 = 1.568$) should have genotypic means greater means $1.282 \sigma_G$ greater than $\mu$. The second sample of selected progeny (50 of 498) should have 11.2 ($0.224 \cdot 50$) progeny with genotypic means $1.282 \sigma_G$ greater than $\mu$ and 1.6 ($0.032 \cdot 50$) progeny with genotypic means $2.326 \sigma_G$ greater than $\mu$; thus, the genotypes of 49 of 50 of the selected progeny (98%) would be inferior when the goal is to select a line from the upper 1% of the genotypic distribution.

**DISCUSSION**

Lande and Thompson (1990) used $E = R_{\text{MAS}}/R_{\text{PS}}$ to predict the efficiency of MAS for individual or family selection, where $R_{\text{MAS}}$ is the gain from marker-assisted selection and $R_{\text{PS}}$ is the gain from phenotypic selection. The efficiency measure described in this paper ($Ec$) differs in a few ways from $E$. $E$ predicts efficiency for very large samples, whereas $Ec$ predicts efficiency for finite samples. More specifically, $E$, predicts how MAS affects $n$ (the minimum number of progeny a breeder needs to test to be assured of selecting one or more superior genotypes), $Ec$ is affected by $i$, $g$, and the $i$ by $g$ interaction (Fig. 3), whereas $E$ is not (Lande and Thompson, 1990) ($Ec$ is only affected by selection intensity when different selection intensities are used for phenotypic and marker-assisted selection).

The underlying differences between $Ec$ and $E$ are important because $Ec$ is a more optimistic predictor of efficiency than $E$ for some $i$, $g$, $p$, and $h^2$. Lande and Thompson (1990) reported efficiencies between 1.0 and 3.2 for $h^2$ from 0.1 to 1.0 and $p$ from 0.0 to 1.0 for individual selection (or family mean selection with large families). $E$, ranged from 1.0 to 16.7 for $h^2$ from 0.1 to 1.0 and $p$ from 0.0 to 1.0 (Fig. 6) and was greater than $E$ for most $i$, $g$, $p$, and $h^2$. $E$ predicts that MAS is not cost effective when the cost of MAS is one to three times more than the cost of phenotypic selection, whereas $Ec$ predicts that MAS is not cost effective when the cost of MAS is one to 17 times more than the cost of phenotypic selection for $h^2$ from 0.1 to 1.0.

The efficiencies predicted by $Ec$ or any other theoretical estimate of efficiency overestimate the true efficiency gained by MAS when the estimated marker effects ($\hat{\beta}$) and true QTL effects ($\beta$) are not perfectly correlated. This is the reality in practice and has many causes (Beavis et al., 1991, 1994; Beavis and Smith, 1996; Beavis, 1994, 1997; Bulmer, 1971; Churchill and Doerge, 1994; Davarsi and Soller, 1994, 1995; Davarsi et al., 1993; Doerge et al., 1994; Gimelfarb and Lande, 1994a, 1995; Jansen, 1993; Jansen and Stam, 1994; Knapp et al., 1993; Knapp, 1994b; Stuber and Sisco, 1991; Stuber, 1994, 1995; Weller, 1993; Xu and Atcheley, 1995; Xu, 1996; Visscher et al., 1996; Zeng, 1994; Zhang and Smith, 1992, 1993). First, significant marker effects could be false positives. Putting selection pressure on markers segregating independent of QTL (false positives) increases genetic drift and erodes genetic variance (Bulmer, 1971; Gimelfarb and Lande, 1995; Zhang and Smith, 1992, 1993). Second, non-significant marker ef-
Table 1. The number of progeny a breeder needs to test, \( n_{PS} \) for phenotypic selection \( (p = 0) \) and \( n_{MAS} \) for marker-assisted selection \( (p > 0) \), to be 100(1 - c)% certain of selecting one or more progeny with genotypic values greater than \( g' \) among progeny with phenotypic or index values greater than \( x' \) or \( i' \) for a normally distributed quantitative trait. \( n_{PS} \) and \( n_{MAS} \) were calculated using factorial combinations of genotypic selection thresholds \( (g) \), phenotypic or index selection thresholds \( (x \) or \( i) \), heritabilities \( (h_i^2 \) or \( h_p^2) \), and assurance probabilities \( (1 - c) \).
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Despite these pitfalls, many of the QTL reported in
empirical studies, particularly among progeny from crosses between inbred lines, are undoubtedly bona fide (Beavis et al., 1991, 1994; Beavis and Smith, 1996; Dudley, 1993; Hayes et al., 1996; McCouch and Doerge, 1995; Oziel et al., 1996; Stuber, 1992, 1994, 1995; Stuber and Sisco, 1991; Stuber et al., 1992; Tanskley, 1993; Tanskley et al., 1989). The most efficient strategy should be to use very stringent significance thresholds (Doerge et al., 1993), in addition to rigorously estimating the parameters using multilocus methods for linked and unlinked QTL (Jansen and Stam, 1994; Knapp et al., 1993; Knapp, 1994b; Martinez and Curnow, 1992; Visscher et al., 1996; Zeng, 1994). The goal is to produce the most accurate estimate of \( p \) for a particular data set, even if \( p \) falls well short of 1.0, so that selection pressure is only put on bona fide QTL. Knapp and Bridges (1990) showed that \( \hat{p} = 1 \) can be achieved with any balanced data set and many unbalanced data sets by randomly selecting markers until the between progeny degrees of freedom are used up. This can only be done when there are more marker genotypes than progeny, which is the predominant situation in practice. The selected markers need not even be linked to QTL to get \( \hat{p} = 1 \). Therein lies the problem: misleading QTL and \( \sigma^2_i \) estimates can be produced, even when the analysis has been rigorous and the statistics show that the experimenter has accounted for most or all of the genetic variance in the test sample.

Putting selection pressure only on those markers with highly significant additive effects has merit because even modest increases in \( p \) greatly increase \( h^2 \), \( P_{\text{MAS}} \), and \( E_i \) and decrease \( z_{\text{MAS}} \) (Tables 1 and 2 and Fig. 1–3). Additionally, diminishing returns are produced by adding more and more significant markers to the index (increasing \( \hat{p} \) ) when \( h^2 \) is low. Using very high significance thresholds to select markers for the index should increase the accuracy of the index and still produce significant gains over phenotypic selection alone.

Using an index based on only the most important QTL may seem illogical because there is a tendency to assume that QTL with large effects are bound to be fixed anyway, with or without MAS; however, the most outstanding genotypes for low heritability traits are often not present in the selected fraction because their phenotypic scores are below the selection cutoff (Fig. 4–6), even though many are homozygous or heterozygous for favorable alleles for large effect QTL. This problem is exacerbated with small samples (Tables 2 and 3; Beavis, 1994, 1997; Gimelfarb and Lande, 1994a, 1994b, 1995; Zhang and Smith, 1992, 1993).

\[ P_{\text{MAS}} \], \( E_i \), and \( z_{\text{MAS}} \) predict that exceptional gains can be produced by MAS under certain circumstances (Fig. 1–3 and Tables 1 and 2). First, MAS is most cost effective when the goal is to select a genotype from the upper 1 to 2% of the genotypic distribution for most quantitative traits. Second, once the selection goal is set, the selection intensity must be carefully chosen to gain the most efficiency. Setting \( i = g \) produces the greatest efficiency (Fig. 3). Setting \( i \) less than \( g \) is advised for some \( h^2 \) and \( p \), but not others (Fig. 2 and 3). Setting \( i \) greater than \( g \) produces the fastest increases in \( P_{\text{MAS}} \) up to the maximum \( P_{\text{MAS}} \) for a specific \( h^2 \) and \( g \) (Fig. 2), but is ill advised from an efficiency standpoint (Fig. 3). Third, resources should be concentrated on the most promising crosses if there is a sound basis for choosing crosses. There is more merit to testing a large number of progeny per cross from a small number of crosses as opposed to a small number of progeny per cross from a large number crosses, primarily because the accuracy of QTL and MAS index parameter estimates increases and the probability of selecting an outstanding genotype increases as \( n \) increases (\( n \) decreases as the number of crosses increases for a fixed number of experimental units).

Choosing crosses, however, is not a trivial problem. Methods have been developed for choosing parents for crosses for enhancing the parents of single-cross hybrids (Dudley, 1984, 1987; Gerloff and Smith, 1988a,b); however, much less work has been done on this problem in self-pollinated crops (Panter and Allen, 1995a,b; St. Martin et al., 1996).
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